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Objective of the TDM 

With the increased need for operational space weather forecasting, there has similarly been an 
increase in reliance on real-time solar wind data from L1 monitors. Due to the location of these 
monitors in the upstream solar wind, the propagation time needed for solar wind plasma to reach 
Earth after measurement can directly translate to a lead-time on forecasts (if the models using this 
input data run fast enough). In contrast to general modelling with post-processed science-quality 
data, using unseen raw real-time solar wind data for forecasting comes with additional challenges 
(examples include down-link delays, data gaps, monitor availability, differences in monitor 
calibration/location and forecasted solar wind propagation to Earth or the bow shock). In many 
cases model performance is adversely affected and/or cumulative delays impact the usefulness of 
the forecast. This topical discussion meeting aims to explore challenges in using raw real-time solar 
wind data in the context of operational space weather forecasting and ultimately move towards 
pragmatic operational solutions. Contributions and perspectives are encouraged from across the 
field, whether it be to identify new challenges from an end-user perspective or to present existing 
real-time data cleaning pipelines and next-generation instrumentation. 

Some Discussion Highlights 
 
Research to Operations Lessons from SWIMMR - Andy Smith, UCL/Univ. of Northumbria, UK (online) 
 
Data gaps and differences in data values are the main issues when comparing NRT and Science solar 
wind data from L1. In the case of the former, interpolation up to 5 mins greatly increases the 
amount of continuous data available to models. There was interest in the best technique to use for 
such interpolation. In terms of data values, it is critical that training is done on representative data, 
i.e., NRT data when the aim is forecasting using NRT. Having an archive of such historic NRT in 
needed, and there was interest in the data archive associated with a recent paper 
(https://doi.org/10.1029/2022SW003098). 
 
Real time solar wind data: potential pitfalls  - Edmund Henley, UK Met Office (online) 
 
Using a recent paper by Loto’aniu et al 2022 (https://doi:10.1029/2022SW003085) to illustrate 
issues arising from data gaps, a couple of example pitfalls seen in operational models run by the Met 
Office were highlighted. These included the operational Ovation model crashing due to a longer data 
gap in L1 data (shorter data gaps in previous runs also causing issues hadn’t been noticed). A 
recommendation in this regard is testing with good, canned datasets representative of extreme data 
gaps or failovers. Similar issues were seen with the DRAP model, where brief model crashes when 
GOES was in eclipse had also been missed. Recommendation for exposing and reviewing model 
uptime/runtime logs to identify such issues. Within L1 data products it was noted that sparser, 
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slower, warm solar wind conditions are not well characterised by DSCOVR, triggering failover to ACE. 
A complication is that multiple velocity components are only present for DSCOVR – where the L1 
data has failed over to ACE only speed is present. For operationalising Geospace at the Met Office, 
this required assuming vx=|v| during failovers to ACE. Interpolation is an additional consideration, 
similar to the work presented by Andy Smith, with care needed on restarts regarding any backfilling 
which may have occurred since, potentially modifying earlier L1 data. Further care should be taken 
regarding doubled-up DSCOVR and ACE entries, with identical timestamps. There was a question 
around the usability of data flags in the real-time data – whether these can be used to identify poor 
data, and their reliability. A response from Doug Biesecker is that they may not be reflective of data 
quality, but there is always some criterion in the data chain that triggers the data flags.    
 
Input parameters, lead time and real time data: solar wind to Kp  - Peter Wintoft, IRF, Sweden 
 
Various implementations of the IRF Lund Kp prediction models using solar wind data were 
presented. The current version is available at https://www.spaceweather.se/forecast/kp (with a lead 
time of a bit over 3 hours (dependant on solar wind speed) and using both magnetic and plasma 
data). It is noted that Kp is sensitive to sub 3-hour variations. As a result, significant improvements 
are seen when using high time cadence solar wind data (https://doi.org/10.1051/swsc/2017027 ). To 
mitigate the effect of bad solar wind data showing up as spikes, especially in real time data, a 5 min 
medium filter gives additional improvements. Further analysis was presented using various different 
input data sets, i.e., ACE, DSCOVR and OMNI testing sets. It should be noted that the models were 
trained on ACE Level 2 data and testing on DSCOVR data, this provides insights to the generalisation 
capabilities. Although results are similar, there was definite sensitivity to which training set was used 
and whether the dataset included bad solar wind data (i.e., produces definite Kp outliers). With the 
increase of prediction lead-time to up to the 3 hours used there is of course some loss in correlation, 
but the prediction remains useful (https://doi.org/10.1029/2018SW001994). There was further 
interest in coupling the IRF Kp prediction model with forecasted EUHFORIA solar wind data (question 
from Anwesha Maharana), I.e., increasing the lead-time significantly without needing time-shifting 
of the actual prediction model. 
 
RTSW Data Utilization at NOAA Geospace Model - Doug Biesecker, NOAA, USA 
 
Real-time data use within the context of the NOAA Geospace model was presented. It was noted 
that the low bit rate of ACE has an effect on processing and results in bad data, especially SEP 
events. DSCOVR has data issues, but for different reasons, e.g., mistakes in electronics cabling. Both 
space craft use Faraday cups, and Parker Solar Probe actually used same one and but noticed a 
problem so tightened it and fixed. A lot of person hours are needed to maintain the data stream and 
modelling effort. Within the Geospace framework, if there are is a 15 minute or longer gap, the 
model restarts. Analysing output of the predicted Kp and Dst values, effects of these restarts and 
bad data are seen. In particular, data gaps create overestimation of Kp and Dst and density spikes in 
real-time solar wind data similarly is linked to overestimation. The follow on SWFO mission 
(launching 2025) will address multiple aspects of these shortcomings, with increased sensitivity, 
error bars and correction factors from forward modelling. There is an additional plan to introduce 
the ‘best’ real-time solar wind data dynamically (currently no threshold and done manually by 
forecasters). There were questions around which data stream is best to use, but the best follow up 
would be with Jeff Johnson who is the current lead. 
 
Solar wind modelling for Space Weather forecasting with EUHFORIA - Anwesha Maharana, KU 
Leuven, Belgium 
 
Coupled physics-based coronal and heliospheric simulations provide a forecasting capability for solar 
wind modelling, early warning high-speed streams and SIRs crucial for CME, SEP predictions and 
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magnetic connectivity. CME arrival and impact forecasting is done using flux rope propagation with 
respect to solar wind (spheromak andFRi3D model). In the Virtual Space Weather Modelling Centre 
(VSWMC), a configuration is established to create a chain of models, for example the coronal model 
boundary condition provides the input to the heliospheric model, which in turn can feed into 
empirical or magnetospheric models that compute global ground indices (Dst, Kp, Dso). This type of 
coupling can provide early warnings of geoeffectiveness of solar storms faster than using the real 
time solar wind data, in order to get sufficient time for mitigation. Additional application of 
predicted solar wind is with a particle transport model called Paradise, which is coupled to the 
EUHFORIA heliospheric domain. This was shown in the context of Parker Solar Probe and STEREO-A 
observations and integrated SEP events. 
  
Solar wind forecasting models: global models vs. point in situ measurements - Rui Pinto, IRAP 
OMP, France 
 
Global models and in-situ measurements were contrasted. Main goal is the use multiple and non-
uniform input data in a robust and unified modelling environment. This can be showcased using 
MULTI-VP to drive to HELIO1D/EUHFORIA models, which can then be coupled to the Salammbô 
radiation belt model or a neural-network predicting Kp at Earth. Details of the coronal model include 
a purely radial flowing solar wind using the data driven MULTI-VP model 
(https://doi.org/10.3847/1538-4357/aa6398). Using different magnetogram sources results in quite 
different properties. Similarly, using the same magnetogram one can employ different extrapolation 
methods, such as PFSS or PFSS+SCS as done in the WSA model. Synthetic coronagraphs show 
displacements versus reality. To get an improved result or validation, the extrapolation methods are 
ranked based on HCS position and then further using in-situ properties of polarity and wind speed 
(there are other evaluation criteria available). Using this reduced ensemble size an ensemble 
weighted mean of a 21-point grid about subsolar line (not quite LOS angle but conceptually similar) 
are used to account for spatial and temporal uncertainties (which besides having error bars also has 
the best agreement with OMNI). The high variability between neighbouring solar wind streams is 
real feature of the solar wind at L1 not just model weakness – and this makes validation using single 
point observations challenging. An alternative is to validate the global models at coronal heights or 
offer multi point strategies.  
 
Planned Real Time Data from NOAA’s SWFO Mission and Dynamical Stability of Global 
Magnetospheric MHD Models - Dimitrios Vassiliadis, NOAA, USA 
 
The SWFO L1 mission aims to deliver the next generation of in-situ solar wind measurements. 
Coronal imagery (white light intensity), interplanetary magnetic field and wind speed are prioritised, 
along with additional standard solar wind parameters such as density, temperature etc.  As part of 
the product generation and distribution program, data products will include error bars and better 
flags in comparison to previous L1 data. Feedback on existing data products or requests for 
additional end-user products are welcomed as they are being designed currently.  Furthermore, data 
will be available for immediate use and archived. There were some questions/requests about the 
availability of documentation. Looking at the dynamical stability of global magnetospheric models 
(SWMF and OpenGGCM) when encountering interplanetary magnetic field impulses (as may be the 
case with bad L1 data), a study was done with G. Toth (SWMF), L. Rastatter (CCMC) and J. Raeder 
(OpenGGCM). In this study, impulses (of various amplitudes) perturbed a baseline solar wind input 
to models (which both included the RCM inner magnetosphere model). The linear response was 
short and near immediate, with a convection timescale of 10-20 min. The peak ground perturbation 
was directly proportional to the impulse amplitude but was short-lived in general. The non-linear 
response was however seen much later, with a long tail-loading timescale 4 hours. In this case, 
perturbations were independent of impulse amplitude. Opposite polarities relative to baseline are 
suggestive of flux loading and unloading. A paper reporting these results is in preparation. 
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Main Conclusions of the Meeting 
 

• Care must be taken when developing models with science data, this will not be 

representative of real-time data (i.e., particularly for data driven models) 

o More generally models are sensitive to training data and bad quality data 

• Canned representative real-time data with gaps and failovers should be used, and 

runtime/uptime logs should be used to track model performance 

o Ideally make use of recognised software patterns/standards for runtime logs, with 

tuneable levels of reporting, e.g., ranging from diagnostic to critical 

• Using high cadence solar wind data can significantly improve low cadence outputs  

• Future L1 mission will include improvements in raw real-time data (sensitivity, range, 

correction factors etc) and how it’s packaged (error bar, data flags etc) 

o Feedback and/or requests for SWFO data products are welcomed 

• Physics-based heliospheric models provide advanced lead-time with improvements on Bz 

and other critical parameters – can be used as a first estimate in the face of real-time data 

issues 

• Variability of solar wind streams at L1 is a real feature of the solar wind and either driving 

models or validating them using a single point measurement is not ideal 

• Ensemble modelling of heliospheric models may provide a better contextual picture of L1 

dynamics 

• Interplanetary magnetic field impulses, indicative of L1 uncertainty and/or bad data, 

influence global magnetospheric model stability  

o Short-term linear effect proportional to impulse amplitude 

o Long-term non-linear effects independent of impulse amplitude 
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